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ABSTRACT 

Clinical documents contain enormous amount of medical information. These documents are gold mine of information for 

medical treatment of various diseases and their symptoms along with their prescribed medications. Data mining 

techniques when applied on this clinical data is vital source to improve the current healthcare system by making it more 

efficient. We define an approach to build a system that firstly pre-processes the clinical documents. Pre-processing of 

textual data will amplify the performance of Clustering. Then we apply the K-means clustering on the pre-processed 

notes. Extraction of symptoms and medication names on the clustered data results in improved medication 

recommendation. Our experiments show that K-means clustering is a favored approach for clustering of clinical 

documents. 
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INTRODUCTION 

Data mining1 is well known to be a major source of 

knowledge discovery in databases. It is considered as an 

artificial intelligence method that allows finding useful 

information residing in bulk of data. It has shown a great 

potential to extract useful data from an exhaustive 

collection of data and facts. The knowledge obtained via 

this process might contain additional information that can 

be utilized for further discovery and collaboration. 

Application of data mining concepts to the medical 

domain has undoubtedly achieved great pace in the region 

of medical research and clinical practice ; thus saving 

time, money and life. Clinical data mining is the process 

of applying the data mining techniques on the obtained 

textual clinical documents. Rich text data sources of 

clinical documents contain information about medication 

and symptoms. Extracting this information has proved 

beneficial so as to help refine the health care system. 

Clinical documents2 are widely used for future analysis 

and diagnosis of the disease.     

Clustering is the procedure of grouping the similar objects 

into clusters. Clustering3 these documents provides an 

intelligible summary of the collection, which can be used 

to provide arbitrary vision.  

The clinical notes have a great use in pharmacy store so to 

reduce forgery and prevent drug abuse. Documents 

clustering for clinical notes is been to research for 

grouping them into relevant clusters. This is done 

primarily to locate important patterns4. This has proved 

beneficial by increasing speed, efficiency and accuracy of 

managing information in the area of medical diagnosis.  

K-means5 clustering is well known widespread clustering 

technique. It is mostly used to cluster the numerical data. 

Using this technique we have performed clustering on 

textual data corpus6 that is in unstructured and semi 

structured format. This is done by considering various 

factors which is described in methodology section.  

The following paper is organized as follows: Section II 

describes about related work done. Section III describes 

our methodology and Section IV describes the 

experimental results and Section IV concludes our 

experiments.   

Literature survey 

Health care information via Clinical source has seen a 

significant increase in both volume and variety. A 

significant portion of the relevant data is located in an 

unstructured or else semi-structured clinical text of 

documents stored in disparate repositories. Clinical 

documents containing records of patients’ condition 

during the discharge, prescriptions for the treatment, lab 

reports, and free-form physician notes are filled with 

various abbreviations, acronyms, misspelled words and 

grammatically incorrect phrases. Furthermore, they have 

been superseded by systems such that the clinical 

concepts in these texts are extracted using the Natural 

Language Processing (NLP). In order to address the 

growing need for an efficient NLP solutions which can 

deal with the large volume and variety of clinical text, 

they have developed a clinical concept extractor that 

works on optimized Rules-based system, called TRACE7 

(Tactical Rules-based AQL Clinical Extractor) that uses 

Annotation Query Language (AQL) an open-source 

clinical text miner, on a set of prescription documents. 

http://www.ijpcr.com/
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Figure 1: An Example of Clinical Note 

 

Another work carried out in this field is to apply this 

information (clinical notes) to direct the medical decisions 

to guide medical decisions is a challenging task. One 

issue is in presenting information to the practitioner: 

displaying certain extraneous information in the given 

clinical notes that often leads to information overload. 

They hypothesize that, knowledge (e.g. variables, 

relationships) can be used to annotate and contextualize 

information from the patients’ record, that speeds up the 

process of accessing the desired parts of the record and 

thus improving medical decision making. To achieve the 

stated goal, they described a framework that aggregates as 

well as extracts information given in free-text clinical 

reports, which later maps this information to 

conceptualize in available source of knowledge, and 

provide a tailored view of the information needs of the 

user based on the records. A system called Adaptive 

EHR8,9, has implemented this framework that 

demonstrates its capabilities to synthesize and present the 

information obtained from Neuro-oncology patients’ 

records. 

One of the experimental researches is carried out to 

improve the quality of clinical notes by extraction of 

medication/symptom names. Medication and Symptoms 

names are two important types of information that can be 

retrieved from textual clinical data. This information 

when extracted will greatly helpful in medication 

recommendation. This helps in knowing the accuracy of 

medication related to the particular symptoms. They 

applied the natural language processing tools to improve 

the quality of prescription by removing the irrelevant 

data. They build an integrating system which consists of 

following modules: 

1) System for extraction of Symptom/Medication names 

from clinical notes 

2) Apply multi-view NMF10 to estimate the results of 

using medication/symptom names in improving the 

clinical notes clustering. This helps in analyzing the class 

of features of patterns. 

3) Compared the experimental result of multi-view NMF 

and NMF. 

 

METHODOLOGY 

The following are the phases in our methodology: 

Clinical Documents 

In Clinical Notes2 which are vital source for patient’s 

prior information are gathered. They contain important 

information such as patient’s past history of medications, 

diseases, present medications, symptoms etc. These 

documents are in unstructured format. An example of 

such clinical note is shown in figure 1. These measures 

when put together can greatly enhance the health care. We 

have performed our experiments on public corpus11. 

Collection of this corpus contains the different types of 

patients suffering from various diseases. They contain 

enormous information of medication which is primary 

concern of any prescription. 

Pre-processing of clinical notes 

The Collection of enormous textual documents contains 

considerable amount of structured data which is hidden in 

unstructured data. Pre processing12 improves the quality 

of data. Removal of unnecessary words will help greatly 

in clustering. Here in pre-processing we are removing 

irrelevant words such as stop words and stem words.  

Also to improve the quality of data in terms of relevancy 

we are using the section annotator13 to distinguish 

different sections in the clinical note. This annotator 

depends on the header information. Negation sections are 

also included in the clinical note and these are to be 

excluded. Illustration of this: “She is allergic to 

Diclofenac” from the Section allergies is to be discarded. 

Here the medication is Diclofenac is excluded since it is a 

Negative medication. Proceeding, we use the negation 

annotator to exclude the negative indicated medication 

and symptom. Example: “The patient was instructed to 

avoid the usage of ibuprofen”.  Here “ibuprofen” is 

eliminated since the word “avoid” is a pre-negation. We 

used NegEx to remove negative medication. In this tool 

pre-negation and post-negation are considered and 

according to that the names are removed. An overview of 

the pre-processing of clinical text is seen in fig 2. Here in 

an example “The patient was kept off aspirin given his 

rectal bleeding. He had hypertention and was given 

antihistamine and thiazide diuretics.” Aspirin is removed, 

since it emphasis the negative medication due to the word  
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Figure 2: An overview of the pre-processing of the 

clinical note 

 

 ‘kept off’. The medications “antihistamine” and “thiazide 

diuretics” and symptom of it “hypertension” are to be 

extracted as mentioned in sub section d. 

Clustering 

Clustering3 is a widely studied data mining technique in 

the area of text domain. It has diverse applications in real 

world scenarios. It is one of the main experimental 

researches in the field of data mining.  Clustering of 

textual data is a way of directing and summarizing the 

content present in the document which paid heeds. In our 

statistical analysis we have chosen dataset which contains 

100 such medical prescriptions.  

After pre-processing the documents, we apply K-means 

Clustering on the processed documents in the following 

manner. K-means4 clustering is usually applied on 

numerical data which does not need considerations of 

other computations. But to apply K-means algorithm on 

the textual data which is in unstructured/semi structured 

format14 is to be converted to the numerical form. This 

can be done by converting the documents as vectors. To 

do this we compute the term frequency-inverse document 

frequency and creation of document vectors is to be done. 

This will help in mapping the most frequent words in the 

documents and indicates the how essential the word is in 

corpus. These numerical data is considered in K-means 

algorithm.  

Before applying k-means on the text documents, these 

documents are represented as mutually comparable 

vectors using the tf-idf (term frequency-inverse document 

frequency) value15. It ranks the importance of a term in 

the textual document corpus. Term frequency is 

calculated as a normalized frequency i.e. it is a ratio of the 

frequency (number of occurrences) of a word in the 

document to the total number of words in that document. 

The inverse document frequency is the log of the ratio of 

the number of documents in the corpus to the number of 

textual documents holding that term. These two metrics 

when multiplied together gives tf-idf value, stating the 

importance of a term frequent and rare in the corpus. 

Then tf–idf is computed as 

 
Cosine similarity16 is the calculation of the similarity 

between two documents. After converting the documents 

into document vectors by the previous calculation ( tf-idf 

step) we can determine the similarity metric based on the 

cosine of the angle between the two document vectors. 

Each term in the document has its own axis. The formula 

given below finds the similarity between any two 

documents. 

      

 

 
After obtaining the two vectors we divide them by the 

product of their magnitudes. The angle so calculated is a 

good indicator for the measure of similarity. The cosine 

of 0° is 1, and for any other angles it is less than 1. 

After computing this, K-means clustering is performed.  

Initially the number of clusters (K) to be formed is 

decided. The value of K can be chosen as per the 

requirement. In our experiment we have chosen the value 

of K as 3. In a wide sense, K-means works by randomly 

initializing the k number of clusters as centroids. Here we 

apply an iteration of K-means on the dataset.  The 

following method is employed here, by picking up the K 

objects and placing the centroid in the same place as those 

objects. Assignment of each object to it’s closely cluster 

centroid. In the final step we need to update the average 

value of the cluster to the cluster centroid. Updating and 

allotment step is done is done periodically until the 

optimum solution is achieved hereby reducing fitting 

error. 

Extraction of Symptom and Medication Names 

Based on the clusters formed in previous steps we are 

extracting the medication and symptom names from the 

documents in each cluster. Application of clustering 

algorithm on extracted data to improve the visibility of 

huge clinical documents. Extraction of medication names 

such as Motrin, Tylenol from clinical text fig 1 is done. 

The patient is suffering from the right ankle sprain that is 

considered as a symptom. This can be done by using 

MedEx17 tool on clinical note to extract the medication 

name. This tool is used to obtain the medication related 

details such as Dose volume, Drug name, Intake time of 

medicine etc. Drug name is considered as medication 

name. Simultaneously we are applying the MetaMap18 to 

get the name of the symptom. MetaMap tool is used to 

obtain concepts associated to symptoms. The overall 

system is shown in fig 3. These concepts are helpful in 

mapping to biomedical texts in the UMLS19 Meta-

thesaurus. Extraction of Symptom names and medication 

names from clinical documents7 which are in similar  
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clusters helps in knowing the exact prescription for 

particular symptoms20 as shown in fig.4. 

Experimental Result 

The dataset we have chosen consist of the public corpus 

prescription9. The dataset consists of 2673 prescriptions 

of different patients suffering from different things.  

We choose different k values to see the results of 

clustering. On opting k=3, the three clusters of most 

similar objects are formed taking the lesser time. The 

value of k can be incremented on our requirements. The 

results can be seen in fig 5 where for each k value the tf-

idf factor is also increasing. The implementation is done 

in java platform.  

 
Figure 3: Application of symptom annotator and medication annotator on the cluster of clinical documents 

 
Figure 4: Extraction of symptom names and their related medication names from clusters of documents 

 
Figure 5: Accuracy of medications to the related symptoms on the basis of clusters. 
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CONCLUSION 

In this paper we have build a system to know the accuracy 

of medication associated with each symptom. To do this 

we have applied K-means Clustering on the clinical note 

corpus.The document clustering results in improving the 

medication recommendation. Our experimental results 

show that pre-processing before clustering results in 

efficient process of clustering. To this we have used tools 

such as section annotator, negation annotator, symptom 

annotator and medication annotator to get different views 

of clinical notes which improves the visibility of clinical 

note. This result in increase of the accuracy of 

medications associated with the symptoms.  
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